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ABSTRACT
With the advent of mixed reality devices such as the Microsoft
HoloLens, developers have been faced with the challenge to
utilize the third dimension in information visualization ef-
fectively. Research on stereoscopic devices has shown that
three-dimensional representation can improve accuracy in spe-
cific tasks (e.g., network visualization). Yet, so far the field
has remained mute on the underlying mechanism. Our study
systematically investigates the differences in user perception
between a regular monitor and a mixed reality device. In a real-
life within-subject experiment in the field with twenty-eight
investment bankers, we assessed subjective and objective task
performance with two- and three-dimensional systems, respec-
tively. We tested accuracy with regard to position, size, and
color using single and combined tasks. Our results do not show
a significant difference in accuracy between mixed-reality and
standard 2D monitor visualizations.

Author Keywords
information visualization; mixed reality displays; HoloLens;
user study; UX study.

INTRODUCTION
Financial services, particularly investment banking, is a high-
stakes industry. Highly trained humans need to apprehend and
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Figure 1. Experiment: Mixed reality and conventional display

process masses of data in split seconds and make far-reaching
investment decisions. To make these individual investment
decisions, financial professionals are supported by technol-
ogy. However, so far, the visualization technology deployed
in financial services merely provides a limited benefit to pro-
fessionals, as the important underlying relationships are high
dimensional and require novel interaction techniques.

The proliferation of mixed reality devices has given rise to
questions among researchers and practitioners regarding how
these technologies can be utilized to interact with informa-
tion in a spatial context [21]. Prior research has shown that
the three-dimensional visualization of data can outperform
two-dimensional representations in terms of accuracy and
performance under specific conditions, especially when the
information has spatial characteristics. However, there is a
long-standing debate within the research community about the



added value of three-dimensional visualizations of quantitative
data [25, 21, 18].

Early [6], and recent [12] studies have shown that a spatial po-
sition is the most effective way to map information within a 2D
space. However, the extension of the two-dimensional space
with a third dimension used to plot additional data attributes
has proven to be problematic on two-dimensional displays (in
the literature also described as 2.5D) [21, 18].

One of the primary reasons for this drawback according to per-
ception research, is the lack of depth cues, which are playing a
major role in interpreting three dimensional (3D) objects and
visualizations. The presence of these cues not only provides a
complete and more perceptible representation of spatial infor-
mation, but it can also increase the performance and accuracy
of 3D visualizations [26]. Technical advances in recent years
have greatly improved the quality of stereoscopic displays
with the effect that prior findings may no longer apply.

In 1999, in his survey, Tegarden [22] briefly discussed the
issues of applying data visualization to business problem solv-
ing. While giving an overview of information visualization
and available technologies at that time, he highlights that these
technologies potentially enhance the task of decision making
in the business domain/financial sector. To provide more ev-
idence, he suggests that more research should be conducted
to address business problems by means of corresponding data
visualization.

After 20 years, the development and availability of virtual
reality glasses and HoloLens technologies is drawing attention
of researchers across disciplines to understand the potential
benefits of applying data visualization on inherently complex
financial data. Applied visual analytics in financial decision
processes have been discussed extensively in the article by
Savikhin [20]. He suggests that interactive visual analytic tools
can play an appropriate role as a decision support system. He
proposes to use experimental methodology to investigate the
effectiveness of visual analytics in financial decision-making
tasks and risk management.

Today—almost 20 years since the emergence of 3D presenta-
tion of data on computer screens—the debate about the use
of 2D vs. 3D is still going on, now from different perspec-
tives across different disciplines [7]. A recent survey by Ko et
al. [14] shows that when it comes to financial data analysis, us-
ing 3D visualization is preferred compared to 2D visualization.
And now, the recent resurgence of (vastly improved) display
technologies takes the debate to the next level. Researchers
try to understand and compare the standard 3D visualization
on regular screens (2.5D) with 3D visualization empowered
by virtual and augmented reality technologies.

In their position paper Immersive Analytics, Chandler et al. [4]
challenge researchers to understand the usability and design
issues of new interfaces and display technologies and how
these technologies can be used to provide more immersive
data analysis.

Our Contribution
In response to the call for further research on Immersive Ana-
lytics [1], and motivated by emerging technologies, our study
is an attempt to understand the effectiveness of immersive
analytic applications in financial data decision-making. In this
paper, we discuss the step-wise development of the application,
the related user-centered design process as well as a within-
subject comparison. We did not find significant difference
regarding the accuracy between the 2D and 3D devices, but
users perceived the use of the application slightly more enjoy-
able in mixed reality. Whilst we developed the tool mainly for
application in financial asset management, it can be applied in
any visual analytics setting with a comparable data structure.

RELATED WORK
Our research contributes to the question whether the financial
industry can benefit from deploying immersive analytics into
their daily based decision-making. To the best of our knowl-
edge, there is a gap in the published literature regarding the
application of immersive analytics on financial data decision-
making. But, does it even make sense to approach financial
data visualization using AR?

Research in the financial sector
A comprehensive overview of visualization techniques and
visual analytic tools that have been applied to financial data
was provided by Ko et al. [14]. In their extensive survey, they
found that despite the availability of several visualization sys-
tems, financial market participants tend to apply conventional
visualization techniques in their routine tasks. They articulate
one possible explanation that there is not much collaboration
between researchers and market participants due to privacy
issues. On one hand it is not easy for researchers to get access
to real-world financial data, on the other hand, companies
are not willing to potentially expose their data to competitors.
From this aspect, our research is unique and it has been con-
ducted through a close collaboration with a business partner
with real-world data. We provide an experimental compari-
son between a 2D desktop visualization/application and a 3D
immersive/augmented visualization using Microsoft Hololens.

Benefits of 3D Visualizations
An early insight comparing data exploration using 2D vs. VR
has been provided by Millais et al. [17]. They designed two
VR visualizations parallel two 2D representation of the same
data from a self-tracking study (including: mood, productivity,
sleep, music listening, and physical activity). After introduc-
ing the ‘think-aloud protocol’and no time limit on exploration
to the participants, they evaluated the users’ perceived work-
load using the NASA TLX Questionnaire and compared the
results with its counterpart 2D visualizations. By applying
an insight-based evaluation methodology, they found that the
participants were more successful and satisfied to explore
data using VR. Interestingly, the participants reported more
accurate insight when using VR visualization.

In their work, Lugmayr et al. [15] give an overall overview
about various projects exploring the capability of 3D visual-
ization to enhance effective decision making in the financial
data (Australia’s Energy sector). By developing a prototype,



adding a third dimension, they conclude that immersive virtual
environments (may) provide support for cognitive functions
and may make the data more understandable.

Butcher et al. [3] developed a framework for immersive ana-
lytics on the web. For their preliminary evaluation, they used a
3D bar chart analytical task with non-expert participants. They
report that although VR visualization are more engaging, on
average it takes more time to complete the task.

Benefits of 2D Visualizations
Smallman et al. [21] conducted an interesting experiment and
claimed that when it comes to comparing 2D vs. 3D visualiza-
tion, information availability and representation plays a larger
role than display format. Challenging the previous studies
on this topic, they designed an experiment for visual search
tasks (i.e., air-traffic control console). By controlling the dif-
ferent information coding schemes, they found that the 2D
display format provides faster access to the information. They
claimed that the benefits of utilizing the third dimension can be
easily surpassed in a well-designed 2D display format. They
suggest for tasks which deal with exact spatial judgments, it
is better to use 2D visualization.

Combinations of 2D and 3D
Following up on their previous work on cognitive difficulties,
Tory et al. [23] set up a series of experiments to compare task
performance in 2D, 3D and Combined 2D/3D displays—a
display that provides at least one 2D view and one 3D view at
the same time. Over the three experiments, 40 students from
computer science and the engineering domain were exposed
to the generalised tasks such as estimating position, relative
orientation, and volume of interest tasks. The idea behind
the chosen tasks were that they were expected to benefit from
both displays, 2D and 3D. They found that whereas strict
3D displays were effective for relative position estimation
and orientation, the combined 2D/3D displays were better
for precise orientation and positioning tasks. To measure
learning effects on participants and to have a better control
over variation of spatial ability of individuals, a within-subject
study was suggested.

Immersive Analytics and Mixed-Reality
To address the issue of handling depth information in urban
visual analytics, Chen et al. [5] came up with a novel solution
using HoloLens. They developed an optimization algorithm
in response to some general principles of creating exploded
views, such as transition, intra-layer, and inter-layer. Although
the model was not suitable for a dynamic user’s perspective
(different viewpoints), the result of comparing this method
with the two other well-known methods (in the domain of) for
exploded views, have gained a more promising performance
for immersive urban analytics.

In contrast with the major research trend on immersive analyt-
ics, Zielasko et al. [32] prototyped an application to evaluate
the usability of the integration of new display technologies
into conventional desktop workflows. They believe by sim-
ulation of user’s desktop while providing hands-free interac-
tion, they maximize the feeling of immersion. They also

proposed a method to prevent the major issue of VR display—
cybersickness.

METHOD
To identify how the display technology affects decision making
in real-life financial settings, we developed two visualization
prototypes. The requirement for the visualization approaches
were collected in qualitative semi-structured interviews, trying
to identify the aims and scope of the visualization within the
related working process from a user perspective, the data sup-
plier perspective as well as the characteristics of the underlying
data.

In our case the data supplier is a pension fund managing in-
vestments in large portfolios. The central aim of visualization
was to support decision making in identifying stocks that are
vulnerable to changes in climate policies. For this purpose
stock portfolios were to be analyzed with regard to current
CO2 output, relative changes in carbon emissions compared
to the last year and weight in the overall portfolio.

Data was made available from the company with the additional
requirement to anonymize stocks to ensure that during the eval-
uation additional knowledge of the participants—who were all
portfolio managers—did not substantially influence decision
making. As a means for anonymization we used pseudonyms
to replace actual stock names and replaced numerical values
with values from representative distributions.

First, we developed the two-dimensional prototype within a
user-centered design process (UCD). In a step-wise, iterative
process we tested and optimized different visual encodings
and evaluated them together with portfolio managers within a
realistic scenario. To avoid an influence on test subjects of the
final experiments, we realised the UCD process with portfolio
managers from another subsidiary and no direct contact to the
final test group but with the same demographic background
and comparable working experience.

To develop and test the three dimensional approach in an
early stage we started working with physical representations
of the data. Within the first iteration we started with wooden
blocks of basic shapes to evaluate their effectiveness within
different scenarios. During several iterations we found out
that a stacked tubes as visual encoding of the given data led to
positive feedback.

Visualization design
The resulting D3-based visualization is a combination of a
bubble chart and a bee-swarm plot (see Fig. 3 and Fig. 5).
The position on the horizontal axis represents the variable
value, while the vertical axis shows the distribution of the
data. This visualization was chosen as it addresses both of
the biggest challenges in the domain task. Analysts need to
identify specific individual shares by multiple dimensions,
while at the same time relate them to the overall distribution
of the portfolio. Early evaluations in our user-centered design
process showed that many classical visualization types (e.g.,
histograms, scatterplots) lead to significant problems in select-
ing individual shares in the visualization. This was caused
by the resulting small size of the visual marks, which led to



Figure 2. User centered design process with wooden blocks

Figure 3. Visualization as seen in the Microsoft HoloLens

the idea of bubble charts and bee-swarm plots. Our approach
shows the overall distribution while also providing individual
marks of sufficient size without overplotting.

The following performance indicators from the data were em-
ployed in order of importance: portfolio weight was encoded
in the bubble size (i.e., radius); amount of total carbon emitted
was encoded in the horizontal position; relative changes in
carbon emissions within the last year was encoded as color
(red = increase, green = decrease). The color was selected
from a range that was predetermined by the corporate iden-
tity and thus sadly not perceptually ideal for decision tasks.
Furthermore, as the code of the visualization is proprietary,
we have decided to release all the necessary spatial positions
and color information of the visualization in the supplemental
materials. This allows other researchers to replicate our study
with a different framework.

Procedure of the experiment
Our experiment followed a one-factorial within-subjects de-
sign with two conditions: Microsoft HoloLens Version 1 (3D)
and a predefined dataset vs. a MacBook Pro (2D) with an
additional predefined dataset. A within-subject design was
chosen to allow for a small sample size, as the availability
of participants in our case is limited by the department size
involved in the study. Both datasets had the same level of
complexity but different values.

In a first step, users were introduced to the procedure of the ex-
periment, how to use the specific device, the visual encoding as

Figure 4. Visualization as seen on a regular screen (Portfolio 17 on top,
25 at the bottom)

well as assignment and questions. All participants conducted
both a 2D (see Fig. 4) and a 3D (see Fig. 3) task. To ensure
that in the second task data had to be reevaluated, two different
portfolios where shown to each participant. Both, order of the
device and order of portfolios were counterbalanced across
participants in randomized order to prevent ordering effects.
No or only very weak effects of ordering are found in the data
(see suppl. material). Each participant thus took part in 14
(2×7) tasks in total, which were grouped in 3 categories: A,
B, and C.

• A - Three tasks measured decision quality on one individual
output dimensions (i.e., horizontal position, radius, and
color).

• B - Two tasks measured conjoint decisions tasks based on
two dimensions (i.e., horizontal position × radius and radius
× color).

• C - One task measured the conjoint decision task on all
three dimensions at the same time.

Initially, an additional conjoint decision task measuring deci-
sion quality on all four dimensions was included. However, as
the visual dimensions were not comparable in this case (i.e.,
filter vs. height), we omit this task from further analysis, yet
report it here for completeness.

After each task-group (i.e., A, B, C), participants were asked
to complete subjective performance assessments using the
respective tool. Subjective performance was measured as per-
ceived task completion speed (two items assessing whether
using the tool for the task was fast / time-consuming), per-
ceived precision (two items assessing whether using the tool
for the task was precise / accurate), and perceived usefulness



(two items assessing whether using the tool for the task was
useful / not helpful). We also assessed perceived effort put
into the task with two items (I tried very hard at this task; I put
a lot of effort into this task) [13]. All items were assessed on
a 7-point scale from Strongly Disagree to Strongly Agree.

Upon completion of all tasks, participants were also asked to
indicate their task enjoyment with the respective tool. Fol-
lowing prior research, we assessed task enjoyment with an
intrinsic motivation index (e.g., [11]). The index comprised
five items on whether participants perceived the task as fun
/ boring / interesting / absorbing / enjoyable, which were
assessed on 7-point scales from 1 (Strongly Disagree) to 7
(Strongly Agree).

After all seven tasks for each device were completed we as-
sessed six-item TAM-based acceptance scales for each device
for both perceived ease of use (e.g., "Learning to operate this
application would be easy for me") and perceived usefulness
(e.g., "Using this application would make it easier to do my
job"), respectively [9]. All items were assessed on a 7-point
scale from Extremely Unlikely to Extremely Likely. This was
used to compare subjective differences with objective differ-
ences in our study.

In addition, all experimental sessions were audio and video
recorded. To minimize the effect of current limitations of the
used technology, tasks were short to minimize discomfort and
user position was fixed inside a bounding box to account for
field-of-view-limitations. This minimal range of movement
also allowed that the resolution of the mixed-reality device
was high enough to ensure readability.

Stimulus Overview
Since data was not artificially created, it is necessary to deter-
mine what decision quality is. Decision quality was measured
on relative visualization data. We did not assess root mean
square error (RMSE) or a comparable metric on the real data,
as too many aspects play a role in mapping the visualization
to real world data. Instead we analyze the quality of decisions
relative to the respective visualization dimension. This means
we pick all horizontal, radius, and color positions and normal-
ize them to a range between 0 and 1. For color we used the
CIE 2000 color space to determine the distances between two
different colors to map to real perceptual distances.

Using real-life data, this might lead to distributions that are
sub-optimal for comparing performance on different devices.
Ideally, normally distributed data would be used. To see
whether our data matches this, we first look into the distribu-
tion of the individual tasks and variables to investigate whether
all tasks are ’fair’ and comparable between devices and set-
tings.

To clarify, in 2D the pixels presented on a screen provide a
hard limit for the maximal resolution of data. In the HoloLens
on the other hand, users may move around and thus increase
the resolution ad infinitum. This holds true for both radius
and horizontal position. Furthermore, color ranges between
input devices differ perceptually. To account for this we look
at relative values within each individual portfolio and task
device. Differences in distributions are unavoidable. We try to

Figure 5. Comparison of different visual encodings between devices and
portfolios

account for this by asking multiple answers and normalizing
against the optimal solution (e.g., three best choices) in each
setting.

When comparing radii between 2D and 3D, we see the hard
limit of the pixel based resolution on the 2D screen. A circle in
the visualization will never be smaller than 2 pixels, while the
circles in the HoloLens may be smaller than 2 pixels from the
standard viewing range. As the user may move around a little,
smaller circles become more visible (see Fig. 5). Horizontal
positions are mostly normally distributed in both portfolios
and both display settings (see Fig. 5).

When it comes to evaluating the different colors and their
impact on visualization, we used CIE 2000 to calculate the
relative distance to the target stimulus. We then normalize
the distances by dividing through the largest possible distance.
As we are interested in performance (1 is best, 0 is worst),
we subtract the relative distance from 1 to get a metric that
measures how close the user is to the target (see Fig. 5).



Participants
Participants (n = 28) were recruited as employees from the
asset management department of a Dutch pension fund. The
mean age of our participants was 33.8 years (SD = 7.7) and
they on average had 7.5 years of work experience (SD = 7.2).
Gender was equally distributed among men and women. The
average height was 180cm (SD = 10). All participants had
completed a university masters degree and used the HoloLens
for the first time. Two users had some form of color blindness
(i.e., Deuteranomaly) and 16 of the participants required to
have vision aids during the tasks.

Used Devices
We used a HoloLens (1. Gen) with 2.3 megapixel widescreen
see-through holographic lenses with a weight of 579g for
the three-dimensional visualization. Test subjects used the
HoloLens clicker and gestures as interaction modes. The two-
dimensional visualization was presented on a MacBook Pro
with a 15inch Retina display and a resolution of 2880x1800
pixel. All interactions were carried out with the integrated
trackpad.

Statistical Methods
In order to test whether differences exist between the individ-
ual factors with regard to both decision quality and subjec-
tive evaluation, we conduct analyses of variance to determine
the effect of our independent variable on the dependent mea-
sures. We use a level of significance of α = .05 for our null-
hypothesis significance testing. We further use boot-strapped
95% confidence intervals in our plots for visual inspection of
differences.

From the sample size, and an expected correlation of within
subjects measurements of approx. r = 0.7, a α-error level of
.05 and an expected power (1−β ) of .95, we may achieve
a (post-hoc) sensitivity level that allows us to detect effects
above a critical F-Value of F > 4.23 and an effect-size of f >
0.63. Any effects smaller than this are therefore considered
as non-existent, although using a larger sample size smaller
effects could potentially be discovered.

RESULTS
To understand how the visualization device impacted the per-
formance of our participants we used two-way ANOVAs to
determine the impact of the device and the chosen portfolio
on the quality of the decision (see the additional materials for
the full ANOVA tables).

Performance results
In the so called A tasks only performance regarding individual
encodings were analyzed. When looking at the individual
dimensions we can see that neither the different portfolios
nor the devices show large differences in performance (see
Fig. 6), when looking at radii (R2 = 0.09,F(3,51) = 1.77, p =
0.165), horizontal positions (R2 = 0.21, F(3,51) = 4.53, p =
0.007: here a minute difference between devices is statistically
significant p< .05), and color distance (R2 = 0.01, F(3,51) =
0.13, p = 0.941).

In the so-called B tasks, two encodings were evaluated at the
same time with equal weight. Here, first differences become

Figure 6. Visual comparison of the ANOVA tasks

apparent. When looking at radius and the horizontal position
at the same time (see Fig. 6), 3D outperforms 2D visualiza-
tions ever so slightly (R2 = 0.25, F(3,51) = 5.81, p = 0.002).
However, when the horizontal position and the color are to
be evaluated, 3D is trumped by 2D visualization (R2 = 0.42,
F(3,51) = 12.12, p =< .001). While in the first case, being
able to move freely enhanced resolution, bringing color into
the mix made users perform less well.

This last finding holds, when all three dimensions need to
be evaluated at the same time. Picking the best options is
achieved less well in 3D than in 2D (see Fig. 6 ANOVA C),
irrespective of the portfolio used in the visualization (R2 =
0.47, F(3,51) = 15.2, p =< .001).

Summarizing, we can say that possibly due to bad (or at least
worse) color representation or fidelity, determining the best
options in the HoloLens is achieved less well than through a
regular (retina) Macbook screen, when multiple dimensions
need to be evaluated. However, the differences are not very
large.

Subjective Evaluations
To go beyond these metrics that are based on pure effective-
ness, we asked participants about their user experience during
the experiments. All participants deal with portfolio manage-
ment on a day to day basis and are thus well aware of the
requirements in comparing items on multiple dimensions at
the same time.

Moreover, subjective measures—especially hedonic ones—
play a role in everyday work. To capture this dimension, we
asked the participants how absorbing, boring, enjoyable, fun,
and interesting, working with this visualization was to them.
Similarly to previous results, differences are not large (see
Fig. 7), but follow an interesting trend. The HoloLens visual-
ization is more fun (R2 = 0.47, F(3,51) = 15.2, p =< .001),



Figure 7. Comparison between devices and portfolios

equally boring (R2 = 0.47, F(3,51) = 15.2, p =< .001),
equally absorbing (R2 = 0.02, F(3,52) = 0.34, p = 0.798),
equally enjoyable (R2 = 0.11, F(3,52) = 2.07, p = 0.116),
and equally interesting (R2 = 0.02, F(3,52) = 0.41, p =
0.743).

Technology acceptance
In line with the findings from the previous sections there is
little difference between the perceived ease of use and the per-
ceived usefulness in our sample. A slightly smaller perceived
ease of use and usefulness (see Fig. 7) can be attested to the
3D visualization, albeit one that does not play a large role
from the perspective of the general target audience.

DISCUSSION
Nowadays, portfolio managers face the challenge to evaluate
increasingly complex relationships of different factors. One
of the major drivers in this field is the need to consider new
ambiguities in a highly dynamic environment (e.g., carbon
footprint vs. financial benefits). Therefore, the major challenge
is to evaluate multiple dimensions of a portfolio at the same
time, as the experts in our user-centered design (UCD) process
have indicated.

As traditional displays lack depth cues, which improve obser-
vational accuracy of visual dimensions [26], 3D visualizations
become an increasingly viable option. Our UCD process
yielded a working two-dimensional visualization and our ini-
tial attempts with wooden blocks indicated its suitability in
three dimensions as well (see Figure 2). In our study, we set
out to determine whether current technology can be utilized
to adapt our visualization to three dimensions with sufficient
accuracy, even when an additional dimension is used.

Interestingly, our users pointed out that a spatial representa-
tion might improve the ability to reason and discuss portfolios
in teams. They liked that a mixed-reality based solution al-
lowed them to communicate directly with the experimenter.
As our results show no significant difference between the per-
formance in a 2D-based visualization and a 3D mixed-reality
visualization, it seems promising to conduct further research
with mixed-reality visualizations that focus on the meaningful
integration of the additional channel and the effective combi-
nation of 2D and 3D visualizations.

However, the used mixed-reality technology is not yet fully
developed. The users complained about the weight as well the
limited field of view during the experiment. We assume that
this influences the user experience as well as the task effective-
ness. Furthermore, the color rendering in the displays may be
different (less fidelity in the Holo Lens must be assumed, thus
the true differences are probably lower). But this is caused by
the quality of the current device. . The small differences are—
to our belief—explainable from the different color resolutions
of the devices. Further research, e.g., using just-noticeable
difference setups should be incorporated to measure precise
perceptual differences between the two display technologies
from a modern perspective.

Future generations of such devices are likely to overcome
some of these challenges. Moreover, the users also mentioned
that increased portability of a mixed-reality device in the fu-
ture could allow working in more mobile settings without
sacrificing screen real estate. During the UCD process we
realized that the natural interaction, such as gestures, pointing,
and moving objects, was perceived as much more intuitive
and convenient for discussions. Integrating both 2D visual-
izations with 3D representations within mixed-reality could
enable portfolio managers to cope with the increasing need to
consider multiple dimensions at the same time.

CONCLUSION
This work represents a first step towards a better understanding
of task performance and user satisfaction while using two
dimensional and three dimensional displays. In our study
we developed a first prototype that was optimized to fulfil a
specific task within a financial decision making context.

Our data suggests that mixed reality devices may not perform
significantly less accurate than standard 2D monitor visual-
izations. Yet, increasing complexity resulted in a slightly
negative effect regarding the accuracy. Users experienced the
three-dimensional representation in general as more enjoyable.
Further research is required to determine in how far these find-
ings are generalizable to other tasks, visual encodings and data
types.
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