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Abstract. The aspect of control in recommender systems has already been ex-

tensively researched in the past. Quite a number of studies performed by various 

researchers reported that an increase in control had a positive effect for example 

on user satisfaction with a system, or recommendation accuracy. Recent studies 

investigated whether this positive effect of control applies to all users, or finer 

distinctions have to be made between different user groups, which in turn require 

different levels of control. Those studies identified several characteristics, along 

which users could be divided into groups: expertise in recommender systems, 

domain knowledge, trusting propensity, persistence. They reported different 

needs of control for different user groups. However, the effect of those charac-

teristics has not been systematically examined with regard to all three recommen-

dation phases introduced earlier by Pu and Zhang, namely initial preference elic-

itation, preference refinement, result display. This paper suggests, that for differ-

ent levels of expertise and trust, different levels of control are necessary during 

preference elicitation, whereas persistence does not play a prevalent role in this 

phase. Further assumptions are made for preference refinement and result dis-

play. In addition to the three phases, context, type of information required and 

visualization of control methods are identified as factors influencing the request 

of users for control. 

Keywords: Recommender Systems; User Groups; Controllability; User Satis-

faction 

1 Introduction 

The research focus in the area of recommender systems has shifted from recommen-

dation algorithms, to the users and their needs [16].   Various studies covering the aspect 

of control in recommender systems reported a positive effect of control on user satis-

faction on various systems (e.g. [11], [2], [1], [10]). In general, user involvement and 
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interactive interfaces do have immediate impact and effect on the user experience. So 

far, to our knowledge, only a few studies examined the general assumption that more 

control automatically leads to better user experience. A more fine-grained distinction 

between user-groups revealed, that different levels of control are requested by different 

users ([12], [7], [9], [8]).  In those studies, researchers distinguished users by varying 

levels of the following characteristics: expertise in recommender systems, domain 

knowledge, trusting propensity, and persistence. In fact, they found that different user 

groups responded differently to an increase in control. This paper provides an overview 

over past results by classifying them according to the phases of the recommendation 

process. For each phase we will discuss suggestions for further empirical research and 

formulate hypotheses based on previous research. 

2 Controllability in Recommender Systems 

One way to introduce controllability in recommender systems is to actively involve 

the user in the recommendation process (workflow). The user can shape and improve 

his profile within the system; change and adapt the way recommendations are presented 

to him; provide additional context information which the system cannot implicitly col-

lect in order to receive more suitable suggestions. These are just a small set of user 

activities in different stages/phases of the recommendation process which increase con-

trollability. In the following section we will provide detailed overview of different in-

teraction techniques and activities, and how were they used in different phases of the 

recommendation process.  

2.1 Ways to Control the Recommendation Process 

Looking at existing work that deals with controllability and user interaction with 

recommender systems, it is clear that there are different ways to allow the user to influ-

ence the recommendation process. Some notable examples are creating a user profile 

by “giving binary or multi-scale scores” to items, tagging items, weighting of item at-

tributes, critiquing recommendations,  The list of intervention possibilities throughout 

the recommendation process goes on and on [13].  

In order to facilitate the comparison of different controlling capabilities, we will 

classify them with respect to key activities in the recommendation process or phases 

identified by Pu and Zhang: (i.) (Initial) Preference Elicitation. In the initial phase the 

system gains initial knowledge about the user and establishes accurate interest profile 

in order to recommend items that match the user’s taste. [13] (ii.) Preference Refine-

ment. In this phase, the system refines the user’s preferences after the initial phase of 

recommendation. In this phase, the user has the opportunity to alter (update) his pref-

erences in order to receive more appropriate recommendations from the system. Activ-

ities like adding supplementary ratings to sample items, or evaluating the recommen-

dations themselves via critiquing can help the recommender system from going in the 

wrong direction with the recommendations. (iii.) Result Display Strategies. In this 

phase, the generated recommendations are presented to the user [13]. In the following 



sections we will present exemplary studies, which implemented control mechanisms 

for each of the three phases. Fig. 01 provides an overview of these exemplary studies. 

It illustrates how those examples support the different recommendation phases and 

summarizes their findings on how those control mechanisms affect the user. 

 

Fig. 1. Three recommendation phases with examples of control mechanisms and correlations to 

several positive aspects. 

During Initial Preference Elicitation 

In their study, McNee et al. [11] compare varying amounts of user control in the sign 

up process for the online movie recommender platform “MovieLens”. New users are 

asked to rate 10-15 movies they have seen, in order to create a user model and receive 

better recommendations. They found that the users may not only be involved by rating 

movies suggested by the system (system-controlled approach), but also the users them-

selves can suggest and rate movies they had seen in the past (user-controlled approach).  

They discovered that the user models created with the user-controlled interface were 

more accurate than the others and that the users were more satisfied with their recom-

mendations than those in the other focus group. Furthermore, participants in the user-

controlled group tended to return to the system and showed a more active use after the 

sign-up process [11]. McNee et al. call them more “loyal” to the system and attribute 

this to their personal involvement in the initial preference elicitation. Although the sign-

up process in this condition took the users almost twice as long, they did not perceive 

it as being lengthy. This, McNee et al. argue is also due to their involvement with the 

system [11].  

Loepp et al. [10] present another way to exploit user interaction in the initial prefer-

ence elicitation process. They specifically stress that their approach helps in overcom-

ing the cold-start problem and can be applied for a user who does not have or want a 

permanent profile [10]. In this particular case, the user picks different sets of items, 

instead of rating individual items. The increase of user-provided information leads to 

positive user feedback w.r.t. fit, novelty of the results, control, effort and adaption [10] 

in the recommendation process, when compared to the manual search or automated 

recommendations with no user interaction. Lastly, they derived from their observations 



that their approach is especially well suited for users who do not have formed a concrete 

search goal yet [10]. 

During Preference Refinement 

One example for an increase in control during preference refinement is discussed by 

Chen and Pu [2]. They examine different kinds of critiquing-based recommender sys-

tems. Generally speaking, these systems allow the user to improve or narrow down their 

results by critiquing the recommendations they received earlier. Chen and Pu compare 

dynamic critiquing (as a form of system-proposed critiquing) with user-motivated cri-

tiquing. In this comparison they analyze both objective (decision accuracy, task com-

pletion time, interaction effort) and subjective (perceived cognitive effort, decision con-

fidence, trusting intentions) criteria [2]. They observe that user-motivated critiquing 

required less effort and resulted in a higher decision accuracy. Also this system was 

perceived as less demanding in terms of critiquing effort by their participants. The per-

ceived critiquing effort was also correlated with the users’ confidence in the results. 

The higher the user’s confidence, the lower their perceived effort [2].   

Gretarsson et al. [4] developed an interactive visualization that allows the user to 

explore their Facebook friends’ interests and thus pick recommendations or results of 

interest: SmallWorlds. In their design, they graphically depict the user surrounded by 

alternating layers containing both their friends and their friends’ items of interest, which 

are unknown to the user so far. Initially, the distance between a user and a friend is 

defined by the amount of common interests. The more items they have in common so 

far, the closer a friend (and their respective interests). Dragging a friend or an item 

nearer to the user increases their weight and highlights related items that might match 

the user’s taste.  

Gretarsson et al. [4] found that this mapping for the process of weighting or selection 

is very intuitive and easy to handle. Furthermore, their results indicate that people could 

easily find common tastes. The same holds for popular and interesting items which 

were easy to identify. Their participants also stated that using SmallWorlds was easier 

than browsing a text-based interface for common interests and new recommendations. 

The parallel comparison of their friends was perceived as an exceptional advantage. 

Upon Result Display 

Bostandjiev et al. [1] developed a system called TasteWeights. Although they also 

rely on Facebook data to create recommendations, their interface and interaction pos-

sibilities differ from the SmallWorld concept. Their surface is divided up into three 

columns. The first column contains a user profile with their (Facebook) items listed. 

The second column consists of three parts, representing three different recommendation 

engines which use the profile data to come up with recommendations. The recommen-

dations are displayed in the third column. Each column allows the user to control the 

weight of an item or a recommendation technique. The impact on the other columns are 

immediately displayed on the graphical interface. For their study, Bostandjiev et al. 

compared the user satisfaction and recommendation accuracy when they were allowed 

to manipulate a set of various interaction possibilities in the system.  



They found that the possibility of interacting with all three columns (which also in-

cludes an immediate (or direct) observation of the impact on the recommendations) lead 

to the most accurate recommendations and was perceived useful in the recommendation 

process. The full interaction condition also outperformed hybrid recommendation ap-

proaches using the same engines but offering no interaction to the user [1].  

Ekstrand et al. [3] also let users control the algorithm with which their recommen-

dations are created. While TasteWeights allowed the user to weight the contribution of 

a recommender engine to the result set, Ekstrand et al. let the user choose one algorithm 

which creates the whole result set.  

They found, that not even a third of the users they recorded, used the opportunity to 

switch between different recommendation algorithms to get different result sets. Those 

who did, tended to use the system rather actively in general [3]. One can argue that such 

behavior indicates (but does not prove) that there might be a correlation between active 

users and the need of control. Examining only the users who switched between recom-

menders, it became clear that they tend to experiment with the obtained results early 

during a session, but settle for one algorithm rather quickly (no further changes in later 

sessions/during that session). For those users, user satisfaction and recommendation 

accuracy is high [3]. 

2.2 User Reactions to Levels of Control 

As the examples show, there are several ways of giving more control to the user 

during all phases of the recommendation process. The general results show that an in-

creased level of control is well-appreciated by the users. An increase in control lead for 

example to increased recommendation accuracy ([11], [2], [1]), fit, novelty [10], and 

thus user satisfaction ([1]) and a better feeling of control and adaption ([11], [10]) in 

various studies. Moreover, Chen and Pu could report that more control in critiquing-

based recommenders cost their users less effort [2]. A similar result was obtained by 

Parra and Brusilovski [12]: The majority of their participants stated that using their 

visual control mechanisms facilitated their task compared to a baseline interface with 

no control options. 

 

Harper et al. [5] also reported positive feedback to increased control levels in their 

experiment. Users report that their “adjusted lists better represent their preferences” and 

“subjects responded positively to a survey question if they would use a [control] fea-

ture” like the one used in the study [5]. This feedback is particularly interesting since 

users also reported usability issues with the given system. This suggests that the benefit 

of the control options outweighed inconveniences during the use of the tools.  

Such positive results lead Hijikata et al. [6] to examine whether the mere feeling of 

being in control is enough to obtain higher user satisfaction during the use of a recom-

mender system, without actually intervening in the process. In their study they com-

pared two user groups: The first group using actual control mechanisms, while the other 

users were presented with ‘placebo controls’ which had no effect on the recommenda-

tions. They found that actual control correlated positively with user satisfaction, 

whereas the fake controls showed no such effect. [6]. This is an important result in so 



far as it supports the claim, that the user’s participation in the recommendation process 

is a valid contribution to its results. This underlines the importance of using tools for 

including the user in the recommendation process.   

Starting from those general results, a few attempts were made to distinguish between 

several user groups and their individual needs of control. Researchers started posing 

the question whether control is actually desirable for all kinds of users, or if there are 

certain characteristics which lead to different user reactions. Table 1 gives an overview 

of user categorizations from past research work. Different user groups are distinguished 

from the uniform crowd according to certain user characteristics. Those groups are then 

separately confronted with different levels of control. By doing so, the results reflect a 

more diverse population with users who have different prerequisites and needs. Con-

crete results of past work will be presented in the next section. 

Table 1. Influence of control increase on different user groups, based on [8] and [4]. 

user category user type cause 

expertise (with RS) 
novice 

professional 

domain knowledge 
beginner 

expert 

trustfulness 
sceptics 

trustful 

satisficer/maximizer 
satisficer 

maximizer 

 

3 Distinguishing User Groups and their Specific Needs 

When developing an interactive system in general, the two most important questions 

one needs to answer are: Who are the users, and how are they going to use the system? 

In the following sections we try to categorize the different user groups and identify their 

specific needs within the context of controllability of recommender systems. We con-

sidered different factors, such as, information type, context, goal, interface or results 

visualization, and others, when distinguishing the different user groups and addressing 

their specific needs.  

3.1 Previous Work 

Jameson and Schwarzkopf [7] question the assumption that more control leads to 

more user satisfaction. In their study they found that both automatic and manual updat-

ing of recommendations on a hotlist had supporters amongst their participants. They 



identify the following factors that must be taken into account when giving control to 

users [7]: 

1. The nature of the application and of the adaptation involved 

2. Individual differences among users in terms of preferences, experience and ways of 

approaching the tasks in question 

3. Contextual factors like speed of internet connection 

4. Random situational factors like the nature of the information retrieved during the 

process. 

Parra et al. [12] introduced a hybrid recommender system called SetFusion, which 

gives control to the user during both preference refinement and result visualization. It 

allows to adjust the weight of each of the different recommendation approaches that 

contribute to generating results. Furthermore, the results are visualized in an interactive 

Venn diagram which allows further inspection of an item and filtering the results ac-

cording to certain criteria (for further details, see [12]). 

They examined the effect of those control opportunities on user engagement and user 

experience with the system. In addition to the work of Jameson and Schwarzkopf, they 

considered concrete user characteristics: (i) User expertise (domain), (ii.) User experi-

ence with the underlying system, (iii.) trusting propensity, (iv) user experience with 

recommender systems in general [12]. 

They found that “past expertise of different kinds appears to be an important factor”, 

influencing the user experience [12]. Their users showed more engaged use of the rec-

ommender system in the examined use case. Moreover, they perceived a higher diver-

sity in the results [12]. This can be seen as contributing to a positive user experience. 

Parra and Brusilovski also found that a higher trusting propensity leads to increased 

trust in the visualization tools provided. What is interesting is that they found further 

characteristics like gender and native language to correlate with certain behavior [12], 

which is to be analyzed further in the next section. 

In their online study, Knijnenburg et al. [9] rely on the TasteWeight system for social 

recommendations. They allow for different levels of control (none, item-control, friend-

control) and inspectability (display the whole graph or just a list of results during the 

inspection phase). Their results show that both control conditions lead to higher system 

understandability with a notably lower inspection time. This ultimately leads to a higher 

perceived quality of the recommendations. Furthermore, they discovered a positive ef-

fect of trusting propensity on user satisfaction and a negative effect of expertise on user 

control. But although experts tend to feel less in control, they had higher ratings for 

perceived recommendation quality and satisfaction with the system [9]. In [8] they 

compare user satisfaction with different interaction methods: (i.) no interaction: list of 

items by popularity, (ii.) sort: sorting a given list by an attribute (from a list of possibil-

ities), (iii.) explicit: weighting attributes, (iv.) implicit: having weights assigned accord-

ing to their browsing behavior, (v.) hybrid: combination of (iii.) and (iv.). Each of those 

interaction techniques corresponds to a concept of decision making [8]. They then 

tested which interaction method was preferred by users with different levels of certain 

characteristics: domain knowledge, trusting propensity and persistence. 

 



Indeed, Knijnenburg et al. could confirm their prediction that there was no overall 

best system, but that users preferred different systems according to their user group. 

For example, novice users had higher results for perceived control with the first system 

(where actually they did not have any opportunity of manipulation), whereas experts 

experienced the least control in this condition. A surprising finding was that the level 

of perceived control between the other three systems did not differ significantly for 

experts. Furthermore, as Knijnenburg et al. expected, experts showed the highest user 

interface satisfaction with the hybrid system, which was the least satisfying for novices 

[8].  

The results for trusting propensity were different from what had been expected be-

forehand. Different controlling conditions provoked no significant difference for the 

measured understandability of the system. There was however a positive correlation 

between trusting propensity and perceived system effectiveness for method (i.) no in-

teraction, (iii.) explicit, (iv.) implicit. Regarding the user interface satisfaction, trusting 

propensity correlated positively with the explicit and implicit interface. Persistence, i. 

e the span between maximizers who strive for the optimal result w.r.t all aspects of their 

research and satisficers who are content with the first result which matches an ac-

ceptance criterion, showed no effect on understandability, perceived effectiveness, con-

trol, or user interface satisfaction for any of the conditions [8]. 

3.2 Further Possible Factors to Distinguish Appropriate Amount of Control 

After reviewing previous work on different user-groups and their control prefer-

ences, we would like to point out further possible areas of research which were not 

covered by previous studies. Also further factors were identified which, in certain cir-

cumstances, might have an influence on the amount of control desired by the user. 

Recommendation phase: In the second chapter, different recommendation methods 

were introduced and assigned to the three key activities - initial preference elicitation, 

preference refinement, and result displaying - defined by Pu et al. [13]. In order to make 

a more fine-grained distinction between user needs, we propose that those phases in the 

recommendation process themselves function as factors which influence the adequate 

amount of control for a certain user group. We already presented that different recom-

mendation methods offer different opportunities for the user to intervene in the recom-

mendation process and thus control its results. We propose that those ways of interac-

tion are not equally well suited for different user groups, as will be examined further in 

this chapter. Finally, we will take a closer look at previous findings from different pa-

pers and compare and relate their outcomes. Based on this theoretical analysis, further 

guidelines are proposed for the implementation of control in recommender systems 

which still might need further confirmation by evaluations. 

During Initial Preference Elicitation 

In the studies presented in this section, no further differentiation between users was 

made in order to better understand their needs of control in the first phase of preference 



elicitation. We took the user characteristics that were examined in the other recommen-

dation phases (preference refinement and result display) and reflected upon their pos-

sible interaction with control methods and other relevant factors in the first phase. This 

reflection leads to the following outcomes.  

In preference elicitation the type and nature of the required information has a signif-

icant impact on creating the user profile, or creating the item’s characteristics within 

the recommender system. This information can be classified in three categories: per-

sonal information, domain-specific information, and context information.  

Personal information: If the initial preference elicitation does not require any pre-

requisite knowledge, novices, as well as, experts are capable of intervening in the rec-

ommendation process by creating a profile and providing personal information. This 

activity requires low level of cognitive effort. Hence, one could argue that both user 

groups would appreciate a high level of control. This could be achieved by similar 

methods to those used by McNee et al. [11] who allowed participants to come up with 

their own items (in terms of interests, characteristics, etc.) instead of having them rate 

given options during creation of their profile. This would be an easy and understandable 

way for users with different levels of domain knowledge to exert control and refine 

their results. In order to facilitate the task, one could also provide optional suggestions, 

as in the hybrid interface of [11].  

Users who are rather skeptical might also appreciate elaborate control methods that 

allow them to specify what information to share and what to keep to themselves, as 

opposed to more trusting users.  

Domain-specific information: This type of information also elicits and contains 

personal preferences, but at the same time this kind of information is more specific to 

their domain of knowledge and operation. In their study, McNee et al. [11] required 

domain-specific information, when they asked to either rate given films, or to come up 

with films one has already seen and then rate those. As their results show, users who 

were given more control in their study tended to be more loyal to the system in a later 

stage of use. Nevertheless, this focus group had the most participants that gave up on 

the sign up process. Further examinations of this correlation could provide new 

knowledge. A possible finding could be (a) that users who were given more control 

yielded better results and invested more energy in the recommendation process. Both 

factors that could explain their observed loyalty. One could also argue that (b) given 

the high rate of people who gave up in the sign up process, only those users who are 

highly interested in the domain (in this case ‘music’) were willing to invest more effort 

into initial preference elicitation. Their loyalty could thus be attributed to their interest 

in the domain and not to the sign up- and recommendation process.  

Based on (b) we would argue that during preference elicitation if domain-specific 

information is required, experts value an increase in control more than novices.. This 

suggests that during preference elicitation, it would make sense to confront the user 

with a “slimmed down interface” which requires a minimal level of interaction, but 

gives the user the freedom to provide more information, putting in extra effort. The user 

should always have the opportunity to give up some personalization for more comfort 

and ease of use. The user thus could cut right to the chase, or take time to configure 

their profile. If the system in use is designed for a user to come back, it could hint that 



a later refinement is always possible and/or ask the user if they wanted to make more 

configurations when they sign in the next time. During the next phase, novices should 

be given the opportunity to make more elaborate adjustments as their expertise in the 

domain and the system itself increases (see also next section).  

With such two-fold interface, the user may choose their preferred way of preference 

elicitation. Instead of letting users control content, they are able to control how an entire 

step in the recommendation process is designed. We are thus proposing a different kind 

of control method which focuses less on results, but more on the user and their satis-

faction with the system. Again, this solution might also be appealing to persons who 

are less trustful, since they do not have to fill in information, they consider inappropri-

ate.  

In this context, we would like to recall the following guideline: The effort a user 

must invest in the system must be lower than the necessary effort to solve the task 

manually by himself [12], [11]. In the light of the previous argumentation it is important 

to differentiate between user groups when it comes to the term effort or “cognitive ef-

fort”. Cognitive effort is composed differently depending on the user’s domain 

knowledge. A novice already has to put effort in order to cope with the information and 

causalities inherent to a problem, also referred to as its cognitive load, e.g by Sweller 

[15]. Experts, on the other hand, know their way in the domain and have more capacities 

to invest into system specific control structures. This is why a novice can only be ex-

pected to handle a lower amount of control than an expert to achieve their respective 

goal. This is why, especially on their first encounter with the system, they should be in 

the position to decide on the complexity they think they can handle. Users could also 

differ in the goal they want to achieve. To use again the example of a music recom-

mender, the goal to “find new music that I like” could mean different things to different 

user groups. The criteria (domain specific) that have to be met in order to yield a satis-

fying result are probably more complex and diverse for an expert than for a novice. 

This aligns with Chen and Pu [13] who suggest in their design guidelines to optimize 

preference elicitation “to favor a small effort in the initial sign-up process” [13]. Their 

idea to implement an “incremental preference elicitation method” (see preference re-

finement phase) is picked up and expanded further by not only allowing them to apply 

the same intervention methods over and over, but also by providing them with an in-

creasing set of tools for refinement. In our opinion this supports the idea of letting users 

control part of the recommendation process and their (item specific) control opportuni-

ties in order to achieve their respective goals. 

Regarding persistence, we would argue that the amount of control available for the 

user does not play such an important role in the initial recommendation phase. As max-

imizers and satisficers mainly differ in their interaction with a given set of results, one 

can conclude that their preferences of control might differ more in a later phase. 

Context: Apart from the user preferences, Ekstrand et al. [3] mention “context” as a 

factor influencing the choice of an appropriate recommendation algorithm. In their 

study they determine the user’s context by relating to their behavior. This means that 

they exploit indirect user information in order to improve their choice of algorithm. We 

would consider context more generally as an important factor in the recommendation 

process. Since during one “recommendation session”, the context does not change, or 



if it does the change is gradual and in most cases user-inspired, we consider it appro-

priate to define context during preference elicitation. All subsequent iterations of re-

finement and filtering can be based on the initial definition.  

The definition of a context of use is another opportunity for a user to be in control. 

Contrary to [3], we would suggest allowing users to characterize their context the same 

way as they are allowed to characterize themselves e.g. in their profile for user model-

ling. As the user knows best in what context they use the recommender, it seems natural 

to involve them in the definition of the context created by the recommender system. 

Especially for distrusting users, it might be a more agreeable option to control the 

amount of information they share about their context of use (e. g on a mobile device, 

for private use, at a certain location, etc.) instead of feeling supervised, or tracked by a 

system. As with personalization, one could consider offering the user to contribute in-

formation or to explicitly allow services like GPS (as seen with mobile apps), tracking 

user behavior or not to use context information at all. Again, the amount of control 

could be variable and should be adjustable at any time. 

During Preference Refinement 

The second phase is the one that was investigated the most with respect to user 

groups in previous studies. Characteristics like expertise (in both domain and recom-

mender systems), persistence or trusting propensity and their relation with control in 

recommender systems were already analyzed by Parra and Brusilovski [12] for exam-

ple. As described earlier, they analyzed those characteristics using SetFusion, which 

implements several control methods using visual representation and feedback. Knijnen-

burg et al. [9] investigated in a similar direction: They also examined the level of users’ 

trust, persistence, and expertise using the TasteWeights recommender system. This sys-

tem also allows the user to interact on a graphical interface and gives visual feedback.  

Interface: Although those studies already gave insight into the relation between user 

characteristics and control, there are several possibilities where further research can be 

done. First of all, as hinted above, the recommender systems examined in [12] and [9] 

both give control to the user in the form of graphical tools like sliders and diagrams. 

Critiquing-based recommenders, as described by Chen and Pu [2] follow a different 

approach which is more based on textual representation of information. It might be 

worth investigating how given user characteristics like trusting propensity, expertise 

(recommenders / domain), and persistence influence the amount of control desired in 

such a system where control is implemented in a different form. 

We suggest that, overall, users feel less in control in a more text-based interface, 

than in a graphical interface like [12] and [9]. We base this statement on the fact that in 

the graphical approach not only the controls are represented graphically, but also their 

impact is mostly immediately visible on screen (see levels of inspectability in [9]). This 

parallel display of controls and effect differs notably from critiquing-based recom-

menders. Those use a rather iterative approach: A list of results can be filtered (more 

or less flexible) by critiquing single elements and a new list is generated which is then 

displayed. The relation between a concrete critique of an attribute is harder to track in 

the newly generated list because it puts cognitive load on the user, and on the other 

hand, changes cannot be reverted as easily as in [12] and [9].  



Nevertheless, we would predict that more control, as exemplified by Chen and Pu in 

their “example critiquing interface” [2] would be appreciated by both novices and ex-

perts. Their example critiquing interface allows freely combining critiquing units to 

customized compound critiques. As they explain themselves, similarity-based critiqu-

ing (“give me similar items”), quality-based critiquing (“items like this but cheaper”) 

and quantity-based critiquing (“items like this but $100 cheaper”) can all be modelled 

through their interface [2]. This allows a user to be vague and unspecific in their cri-

tiques, depending on their goals and previous knowledge. In this situation, novices have 

the choice of starting with critiquing units or they can freely combine them. Compared 

to predefined compound critiques, this avoids the fear of changing undesired values, by 

picking a compound critique that does not fit well. For experts the freedom of choice 

w.r.t attributes and values gives them the opportunity to leverage their domain 

knowledge in order to find the most fitting result in few steps. 

The process of filtering on the basis of a more personally tailored set of results, which 

is possible with increased control in critiquing-based recommender systems should be 

highly appreciated by maximizers, who have a high level of persistence. With the op-

portunity to fine-tune given results in any possible way, their striving for “the best” 

possible outcome should be best supported with a high amount of control as in the ex-

ample critiquing interface [2]. User with a lower level of persistence might appreciate 

this opportunity as well, but will probably be equally satisfied when presented only 

with less control like in the dynamic- (system-proposed-) critiquing interface.  

Goal / Context of Use: As during the process of preference elicitation, it could also 

be beneficial to give a sort of “meta control” to the user in the phase of preference 

refinement: instead of letting the user control attributes of the recommended items, it 

might be helpful to give the user a choice on how preference refinement is implemented. 

The reason for this proposition can be illustrated by the case of critiquing-based rec-

ommender systems: Critiquing-based recommender engines implement preference re-

finement as a process of further and further refining queries and narrowing down re-

sults. In order to do so, the values of an items attribute can be refined in each iteration 

of critiquing. This approach can be a strength and a weakness at the same time. It de-

pends on the goal or context of use of the recommender system. If a user is searching 

for a specific item (e.g. something to purchase on an e-commerce platform) as in [2], 

the critiquing approach is promising. It helps the user in getting more and more specific 

results by narrowing down the result set w.r.t certain attributes. This can be accom-

plished, even if the user is not that familiar with the domain or start his search with a 

vague idea of how exactly the item will be. If, on the other hand, the user hopes for a 

variety of different, surprising items (e.g. in a music recommender), critiquing might 

be unsuitable to achieve this goal. Depending on the context of use, the concept of 

controlling-based recommenders can be more or less suited. In general, we would iden-

tify a user’s goal in the recommendation process as a factor that could influence the 

appropriate type of control or recommendation concept to present to the user.  Since 

this goal can change from session to session, it might be reasonable to allow user to 

change the default control method to a more convenient one during preference refine-

ment. 



Upon Result Display 

During result display, one must keep in mind that any form of control that can be 

given to the user does not influence given recommendations as such. In the result dis-

play phase, the user gets to interact with the results of his query. We therefore divide 

the interaction into the following processes: (i.) getting an overview of the result set, 

(ii.) inspecting the features of a specific result, (iii.) comparing items (e.g. common/dif-

ferent attributes and values) (iv.) finding out reasons for the recommendation (v.) 

choosing a result. They have been identified based on processes in the related work: 
(i.) Overview: The first one is obvious, since there must be a way to inspect all results 

produced during the process. It is further supported by Knijnenburg et al. [9] who ac-

centuate the advantages of displaying the relationships between recommendation re-

sults and the users’ configurations of the system [9] in an overview 

(ii.) Feature inspection: The second is based on Pu and Chen [13]: They explain that sup-

plementary information displayed with an item “may have significant impact on user 

satisfaction and confidence” [13]. This indicates that (ii.) is a recurring activity upon 

result display.  

(iii.) Result Comparison: This phase must precede the choice of a result (v.) 

(iv.) Reasons for Recommendation: Pu and Chen [13] also name finding out the reasons for 

recommendation (iv.) as a criterion for good interfaces. Also, the interfaces of SetFu-

sion [12], SmallWorlds [4] or TasteWeights [1] explicitly put focus on visualizing how 

a recommendation was created, which also supports (iv.) as an important activity. An-

other indicator for the importance of reviewing this process upon result display.  

(v.) Choosing a result: This directly follows from the recommender systems nature of being 

a “decision support tool” [13].  

Any control method in the result display activity should be designed to support the 

user in at least one of the processes (i.) – (v.). We suppose that specifically for distrust-

ing people, transparency of the recommendation process is an important issue. For users 

with a low level of trusting propensity it is more important to inspect how a result was 

created, than for other users. Consequently, more control w.r.t (iv.) is requested by dis-

trusting users. One can also argue that users with high persistence would benefit from 

more control in finding out about the reasons for a recommendation. Generally, since 

maximizers are more likely to inspect and compare a great variety of results, it would 

make sense that they would request an increased level of control supporting all pro-

cesses (i.) – (v.).  

Design of control mechanisms: Regarding different levels of (domain) expertise, 

one should take into account the representation of controls as a factor which influences 

the amount of control requested by a user. We expect a carefully designed, explorable 

graphical representation of the recommendations to help the user in understanding how 

results were created. Furthermore, interacting with the results on a graphical interface 

could help users get better insight into the referred domain. This could reveal factors in 

the recommendation process which the user did not consider as relevant before. Such a 

learning process could result in an increase in domain expertise, and thus a further im-

provement of the configurations and of the recommendations. For novices, we specifi-

cally see the potential for such a process in a graphical user interface, which is why 

they could benefit from more control, under the precondition that the tools they use are 

easy to handle. The same holds for the graphical representation of the result set as such: 

Visual indicators such as links, colors and proximity for example are easier to read than 



text. They can convey meaning which the users may be unable to discover themselves 

without further support of the system. Especially novices in a domain might lack pre-

vious knowledge which is necessary to put given results into context. Verbert et al. [14] 

made an observation which supports this idea: TalkExplorer uses colors, connections 

and proximity in its result display, as explained above. Their results show that users 

gain more insight than when using a ranked list [14]. Parra and Brusilovski made an-

other observation, which leads to a more general interpretation: they observed that na-

tive speakers tended to use less interactions than non-natives [12]. On a more general 

level, one could say that the graphical tools were easier to understand and use, than to 

accomplish the task on their own for people being at some kind of disadvantage. This 

disadvantage can be a language-barrier, lack of prerequisite knowledge, or other fac-

tors. Therefore, one could argue that users with disadvantages tend to rely more on 

controlling mechanisms in order to explore the domain and facilitate the task they are 

working on. Yet this is only the case if those control mechanisms are easy to understand 

and can be handled intuitively, thus reducing cognitive load. This idea is supported by 

the observations of Parra and Brusilovski [12]: they found that more items were se-

lected from the results, when control methods (sliders and Venn diagram) were used on 

the result display. But they also found that the sliders were used more frequently than 

the diagram to narrow down the results. This supports the hypothesis that less ordinary 

mechanisms are used less often, at least upon the first encounter. We would attribute 

this to the fact that unknown graphical representations require cognitive effort, which 

is a sparse resource and needs to be spent on the resolution of the task itself. Experts, 

according to this reasoning, might not be so fond of many graphical tuning methods. 

As they understand the domain, they do not need as much support in interpreting the 

results they are presented with. 

4 Conclusion 

Throughout the previous sections we tried to explain, the claim that an increase in 

control is always appreciated by users of recommender systems cannot be accepted in 

its universality. Results from previous research showed that for specific user groups, 

more control does not necessarily result in higher user satisfaction. So far, recurring 

attributes that are used to differentiate between user groups are domain or system ex-

pertise, trusting propensity and persistence. By putting given results in the context of 

the three key activities of the recommendation process, preference elicitation, prefer-

ence refinement and result display, it became clear that there are many cases in which 

the relationship between those user characteristics and the need for control remains un-

examined. For those cases we offered suggestions and predictions based on more gen-

eral research on control in recommender systems. Furthermore, for the three phases, 

additional factors could be identified that potentially distinguish further user groups: 

The nature of information required by the user and the context of use during preference 

elicitation, the interface in use and again the  context  or goal of use during preference 

refinement, and finally the design of control mechanisms upon result display. Those 

may also influence user satisfaction.  



The guidelines formulated in this paper are merely of theoretical nature. However, 

they are based on an extensive review of existing work in the field. To empirically 

examine their validity could pose a starting point for new research to improve users’ 

control in recommender systems. 
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