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Abstract. In the recent past, some electoral decisions have gone against
the pre-election expectations, what led to greater emphasis on social
networking in the creation of filter bubbles. In this article, we examine
whether Facebook usage motives, personality traits of Facebook users,
and awareness of the filter bubble phenomenon influence whether and
how Facebook users take action against filter bubbles. To answer these
questions we conducted an online survey with 149 participants in Germany.
While we found out that in our sample, the motives for using Facebook
and the awareness of the filter bubble have an influence on whether a
person consciously takes action against the filter bubble, we found no
influence of personality traits. The results show that Facebook users know
for the most part that filter bubbles exist, but still do little about them.
Therefore it can be concluded that in today’s digital age, it is important
not only to inform users about the existence of filter bubbles, but also
about various possible strategies for dealing with them.

Keywords: · filter bubble · echo chamber · avoidance strategies · Big
Five · Facebook usage motives

1 Introduction

In the recent past, the results of some political elections have been surprising,
because the pre-election polls, which were supposed to give an idea of how
the election would turn out, strongly indicated different outcomes. Nowadays,
many people find information—including political information—on the Internet
and by social media. This has also led to social networks being viewed more
critically [11]. Accordingly, their role in the emergence of filter bubbles and
echo chambers was discussed [17]. In the meantime, it can be assumed that
many Facebook users have heard about the phenomenon of the filter bubble,
as it has been increasingly addressed in the media as well as on social media
platforms [2]. Nevertheless, it is believed that people who use social media for
finding information are more likely to be in filter bubbles compared to the time
when traditional media were the mainstream. While some are beginning to believe
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that the use of social networks may even lead to the inclusion of more diverse
information [24], others are still of the opinion that they lead to stronger filter
bubble effects. Personalization algorithms ensure that users only see certain
content depending on their preferences [45, 28] and thus limit the diversity of
opinions that are visible to the users [39, 40, 4]. Users often do not notice this and
are not made aware of it either [50]. This is why users might take no measures
against the filter bubbles in which they find themselves.

So far, little has been said about whether the knowledge about filter bubbles
and perceiving them as problematic makes people take action against the effects of
filter bubbles. That is why, as part of this study, we investigate whether Facebook
users are actually aware that filter bubbles exist, whether they consider them
to be problematic, whether they still do not know that filter bubbles exist and
therefore do not inform themselves comprehensively outside of possible bubbles.
We also consider whether filter bubbles are problematic for democracies in the
eyes of our participants, whether they actively take action against them, and
if so, which factors lead to these actions. Furthermore, we examine how the
participants’ Facebook usage motives, Big Five personality traits, and awareness
of filter bubbles influences if and how they take action against filter bubbles.
We not only asked the participants to indicate whether they would generally
take active action against filter bubbles, but we also asked them about specific
strategies, such as deleting the browser history or the stored cookies.

2 Related Work

With the digital age and the rise of social media phenomena such as filter bubbles,
echo chambers, and algorithms have emerged. What these are, is described in
this chapter.

2.1 Social media, Algorithms and Filter Bubbles

According to agenda setting theory, the media determine which topics are part of
the public discourse and which are not. They draw attention to a topic and put
it on the public agenda by reporting them as news [41]. Thus, the media have a
direct influence on the formation of opinion [13].

Digitalization is also accompanied by the trend that traditional media is
upstaged by social media and user-generated content [34]. Today, anyone can
write and publish their own news and reach a wide audience through social
media [5]. Even most traditional media outlets nowadays provide online platforms
and spread their news via social media. The fact that anyone can spread news
on the Internet leads to a flood of information that is hardly manageable. People
can now access news and political information on the Internet from a variety
of media and sources [1]. Thus, individuals can no longer read all content and
absorb all available information. Instead they have to choose in advance which
content they want to consume.
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When they have the choice, individuals usually select content that reflects
their own opinion and avoid content that contradicts their own opinion. In
research, this effect is referred to as selective exposure (see e.g. [7, 14, 18, 35]).
According to the cognitive dissonance theory by Festinger (1957) (see e.g. [7, 14,
18]) people experience it as positive when they are confronted with information
that matches their opinion and are more likely to reject it when it contradicts
their opinion.

As the logical extension of this effect, echo chambers become apparent as a
consequence. This means that individuals surround themselves with like-minded
people, non-confrontational information, and communicate about certain events
taking place in echo chambers [52].

Another culprit in the equations comes from a different problem mentioned
earlier. The Internet and social media provide so much information for the
individual that it is difficult to decide which content is relevant to them. A
technical development that can and should help Internet users to select relevant
information are recommender systems [49]. In these systems, an algorithm filters
which user sees which information. It attempts to provide content according to
the user’s taste and interests.

A possible consequence of recommendation algorithms are filter bubbles [45]
and algorithmic echo chambers. In such bubbles or chambers the users only see
what they like, such as opinions and political positions that match their own
beliefs [23] unknowingly to them.

Recommender systems are well-intended—they aim to reduce information
overload—but come with a cost: If applied to news content, they might restrict the
diversity of the content that a user is shown, thus leaving them in an opinionated
filter bubble of news [23, 45, 10]. There are tools, however, that attempt to
dampen the filter bubble effect of recommender system. Some of those tools
leave the responsibility of defining rules for content selection entirely with the
user, while others work in the background and do not notify the user about the
changes [11].

2.2 Underlying Algorithms

Ideally, the quality of a recommender system is measured by whether the users
are satisfied with it. In order to achieve the greatest possible user satisfaction,
filter algorithms are often personalized [37]. Various techniques or procedures are
used to personalize the recommendations. Content-based recommendations or
collaborative filtering are most frequently used. Content-based recommendation
uses the content in the data uploaded by users. The content is used to estimate
what users would like to see. In collaborative filtering, recommendations are
made on the basis of similarity of users. Preferences of people who show similar
interests are used here [9, 37]. Besides these, there are many combinations of
techniques used as well [46]. One well-known example of websites that use the
above described algorithms is Facebook (see e.g. [4]).



4 Burbach, Halbach, Ziefle, Calero Valdez

2.3 Filter Bubbles and Echo Chambers

The possibility to choose information sources on the Internet can lead to echo
chambers being more frequent and more influential [18], but nevertheless this
kind of balkanization can also happen offline. For instance, people usually buy
only newspapers they already know and like, which again reinforces their specific
views [25, 51, 52].

Filter bubbles are seen as negative because people inside of them get used
to different truths about our world. Pariser (2011) also sees filter bubbles as a
stronger threat than echo chambers. He justifies this view with the fact that people
in filter bubbles are alone, since the algorithms present individualized content to
each user [45]. Furthermore, filter bubbles are invisible, as individuals usually
cannot see how personalization algorithms decide which content is eventually
shown to them. In addition, individuals do not consciously make the decision to
go into a filter bubble, but this happens automatically and they are not notified
when they are inside. In contrast, the choice of a newspaper with a certain
political direction seems more like a conscious decision. Moreover, some studies
dealing with strategies for bursting filter bubbles have shown that the continuous
improvement of personalization algorithms is accompanied by some fears [11, 30,
44, 54].

Filter bubbles also affect political opinion formation and can be a threat
for democracies, regardless of the form of democracy [11, 10]. For this purpose,
aspects like customization and selective exposure and their effects on users have
been investigated extensively [19]. For Dylko et al. (2017) the effect of filter
bubbles on political opinion formation is stronger when individuals are in groups
with mostly ideologically moderate others and for messages which contradict
their own opinions. In the past, political campaign makers have taken advantage
of this such as for the Donald Trump presidential campaign in 2016. In order to
win voters, the social media profiles were analyzed and campaigns were tailored
to individual users [29].

Algorithms may influence the formation of political opinion as well (see e.g. [31,
32]). The possible negative consequences of algorithms would be eliminated if
all people were aware that filter bubbles do exist and whether they are caught
inside of one. However, some studies have shown that most people are not aware
that algorithms filter their content [21, 22, 47].

The possible negative consequences of recommender systems, echo chambers,
and filter bubbles have often been considered, but many scientists are still unable
to see forsee additional consequences. While some studies showed that selective
exposure occurs, they also pointed out that people still perceive opinions that
contradict their attitudes (see e.g. [12, 23, 25, 36]).

Especially with regard to politics, frequently discussed effects such as increas-
ing polarization and fragmentation of opinions were not clearly shown in some
studies [8, 24, 53]. Dubois and Blank (2018) argue that even if people use a
relatively limited information gathering platform, they are likely to receive more
information on different platforms [18].
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There are studies that have found echo chambers on Twitter (see e.g. [6, 15])
and other studies that have not found them on Facebook (see e.g. [4, 26]).

Nevertheless, other researchers have found that algorithms accurately predict
user characteristics such as political orientation [3, 20, 38]. Bakshy et al. (2015)
discovered that Facebook filters a small amount of cross-sectional content in the
United States, but they also could determine that the decisions of individuals
have a greater impact on whether they see different content. For example, the
choice of friends on Facebook has an influence [4].

As shown, there is little empirical evidence on the influence of filter bubbles.
However, it is conceivable that the consequences of filter algorithms will only be-
come visible when the algorithms function better. A possible threat to democracy
can nevertheless exist and should not be ignored.

2.4 Strategies against Filter Bubbles

Following the criticism of filter bubbles, research is being conducted for figuring
out how to combat filter bubbles [49]. Strategies that can be used to combat filter
bubbles include deleting web history, deleting cookies, using the incognito option
of a browser, and liking different things or everything on a social media site [11].

Some developers of avoidance strategies argue that filter bubbles are actually
an unsuccessful consequence of algorithms. They do not ensure that users see
the search results they want, but that they do not see them and deprive users of
their autonomy. These developers are mainly trying to raise people’s awareness
of the existence of filter bubbles to give them more control [11]. For instance,
Munson et al. (2013) have developed a tool that shows the user a histogram that
politically classifies the read texts from left to right [43].

3 Method

To find out whether individuals are aware of filter bubbles and to see if and
how awareness of filter bubbles, Facebook usage motives, and personality traits
influence whether individuals consciously take action against filter bubbles (see
Figure 1), we conducted an online survey from December 2017 to January 2018
in Germany.

The survey consisted of three parts. First, we asked for some demographic
data and user factors (part 1), then we looked at the participants’ motives for
using Facebook (part 2). Finally, we asked the participants if they had heard of
filter bubbles before, what they thought about them and if and how they would
take active action against filter bubbles (part 3). Subsequently, we describe the
assessed variables.

Demographics As demographics we asked the participants for their age, gender,
and educational level.

Big Five We further surveyed personality traits using items from the Big Five
model inventory [48]. The Big Five personality traits relate to a very established
model of personality psychology (cf. [16, 27, 33]): It divides the personality of
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Fig. 1. Depicted research question and assessed variables

individuals into five main categories: openness, conscientiousness, extraversion,
agreeableness, and neuroticism. We used the BFI-10 short scale introduced by
Rammstedt et al. [48].

Facebook usage motives Further we measured what our participants use
Facebook for. In the questionnaire we offered six possible reasons for choice. The
reasons were stay in touch with friends, find new friends, for professional purposes,
inform yourself about political/social topics, inform others about political/social
topics, and express one’s opinion on political/social topics.

Filter bubble awareness We also investigated the participants’ awareness of
filter bubbles. We asked the participants, if they have already heard of filter
bubbles, if they believe that filter bubbles exist, if filter bubbles are a problem, if
filter bubbles affect them personally, and if filter bubbles display only interesting
posts. Besides, we asked the participants, if they would take conscious action
against filter bubbles. Finally, we asked which avoidance strategies they apply.
Participants should think about five given strategies. We asked if they, delete the
browser history, use the incognito function, click and like many different posts to
enforce diversity, use the explore-button, which shows many different news, and if
they subscribe some friends/pages.

Except for age, gender, and education, all scales were measured using agree-
ment on a six-point Likert scale from 1 = do not agree at all to 6 = fully
agree.

3.1 Statistical Methods

For the data analysis we used R version 3.4.1 using RStudio. To check the
reliability of the scales, we used the jmv package. For correlations we used the
corrplot package. Further, we used the likert package to analyze Likert data.
To measure internal reliability we use Cronbach’s Alpha. Alpha values of α > 0.7
indicate a good reliability of a scale. We provide the 95% confidence intervals for
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all results and we tested the null-hypothesis significance on the significance level
α < .01.

4 Results

To see what our sample looks like, we first look at the results from a descriptive
point of view. The participants of our survey are on average 26.2 years old
(n = 149, SD = 7.45) and 84 (56 %) are female and 65 (44 %) are male. Further
the participants are highly educated. A total of 85 (57 %) have a university
degree, 52 (35 %) baccalaureate, six (4 %) vocational baccalaureate, five (3 %) a
completed training and one a secondary education.

Looking at the Big Five personality traits, we see that the participants are
the most open-minded and the least neurotic, but participants did not show
unusual outliers (see Figure 2).
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Fig. 2. Means of Big Five personality traits

When we asked if the participants were using Facebook uniformly, less or
more than they did in the past, most participants indicate a less frequent use
(65 %), some indicate the same (33 %) and only a few indicate to use it more
frequently (2 %).

Our participants use Facebook for different reasons, but as Figure 3 shows,
their primary use is to stay in touch with friends, whereas they use it less for
other reasons such as to express their opinions on political/social topics, or to
inform themselves or others about political and/or social topics.
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Fig. 3. Means of agreement with different reasons to use Facebook for

Filter bubbles Next we look at the results regarding filter bubbles. Here, we
measured the participants’ awareness of filter bubbles, if they took active action
against filter bubbles as well as if they applied given avoidance strategies against
filter bubbles.

Regarding the awareness of filter bubbles, we found out that the majority
(73 %, see Figure 4) of the participants have already heard before this study about
the theory of the filter bubble and also assume that filter bubbles exist (96 %)
and that most of them evaluate them as problematic (80 %) A little less, but
still the majority of the participants (63 %) know that they are affected by filter
bubbles. However, considerably fewer participants (31 %) deliberately take action
against the filter bubble and slightly fewer (41 %) think that more interesting
contributions are indicated to them by filter bubbles.

Next, we looked for the reasons why someone provides to take active action
against filter bubbles. Thus we computed correlation analyses for the Facebook
usage motives, awareness of the filter bubble, and Big Five factors with the
dependent variable active action against filter bubbles.

While we found out with these correlations that the awareness of the filter
bubble (see Table 1) and motives for using Facebook (see Table 2) have an influence
on whether a person indicates to consciously take action against the filter bubble,
we found no relations of the Big Five personality traits to take generally active
action against filter bubbles (ps > .05). Looking at the awareness of filter bubbles,
people who have already heard of the filter bubble and people who evaluate filter
bubbles as a problem would rather take active action against filter bubbles (see
Table 1). Regarding Facebook usage motives, individuals who use Facebook for
professional purposes, to inform others about political/social topics or to express
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Fig. 4. Means of agreement with different measures of filter bubble awareness

their opinion are more likely to take active action against filter bubbles (see Table
2).

After the described correlation analyses, we computed a stepwise linear
regression with the general willingness to take active action as dependent variable
and the five variables that showed a significant relationship (see Tables 1 and
2). With this analysis we wanted to examine on which variables the general
willingness to take active action against filter bubbles depends.

As Table 3 shows, we have received three models with the multiple linear
regression. All three models contain the variable already heard of filter bubbles, the
second model contains in addition the variable use Facebook to express opinion
and the third model contains in beside the variable the filter bubble is a problem.
Since the third model with R2 = .23 clarifies the largest part of the variance, we
consider this one for further interpretations. So it is more likely, that individuals
who have already heard of filter bubbles, rate them as a problem, and use Facebook
to express their opinion as well as take active action against filter bubbles. Because
this model still only explains 23% of the variance, there are further aspects that
determine if someone takes active action against filter bubbles. Nevertheless the
named variables favour it. Since all three variables in the model show similarly
high beta coefficients, they influence the dependent variable to similar parts.

So far, we looked at the general willingness to take active action against filter
bubbles. Below we look at certain avoidance strategies against filter bubbles.

Of the given prevention strategies against filter bubbles, participants seem to
delete cookies and browser history most frequently (69% see Figure 5), whereas
only few use the Explore-button (14%) or click on different pages to force diversity
(18%).

Looking more detailed at the relationship between Facebook usage motives
and the avoidance strategies, we see that some reasons to use Facebook correlate
significantly with some avoidance strategies (see Table 4). For example people
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Table 1. Means, standard deviations, and correlations with confidence intervals

Variable M SD 1 2 3 4 5

1. heard of f. b. 2.71 1.66

2. filter bubble exists 2.17 0.88 .46**
[.31, .58]

3. f.b. affects me 3.08 1.20 .35** .50**
[.19, .48] [.36, .61]

4. f.b. is problem 2.63 1.09 .27** .35** .19*
[.11, .42] [.20, .49] [.03, .34]

5. interesting posts 3.70 1.11 -.07 .10 .17* -.21*
[-.23, .10] [-.06, .26] [.01, .33] [-.36, -.04]

6.active action 4.15 1.42 .34** .14 -.02 .33** -.09
[.19, .48] [-.02, .30] [-.18, .15] [.18, .47] [-.25, .07]

Note. We use M and SD to represent mean and standard deviation, respec-
tively. Values in square brackets indicate the 95% confidence interval. The
confidence interval is a plausible range of population correlations that could
have caused the sample correlation (Cumming, 2014). * indicates p < .05. **
indicates p < .01.
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Fig. 5. Means of usage of different prevention strategies against filter bubbles

who use Facebook for professional purposes click and like different pages to force
diversity.
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Table 2. Means, standard deviations, and correlations with confidence intervals

Variable M SD 1 2 3 4 5 6

1. friends 2.74 1.35

2. new friends 5.28 1.01 .05
[-.11, .21]

3. professional p. 4.63 1.54 -.09 .19*
[-.25, .07] [.03, .34]

4. inform me 4.30 1.51 -.02 .05 .20*
[-.19, .14] [-.11, .22] [.04, .35]

5. inform others 5.28 1.05 -.02 .23** .26** .41**
[-.18, .15] [.07, .38] [.11, .41] [.27, .54]

6. express opinion 5.55 0.83 .06 .31** .32** .34** .63**
[-.11, .22] [.15, .45] [.17, .46] [.19, .48] [.51, .72]

7. active action 4.15 1.42 .12 .06 .25** .13 .18* .31**
[-.04, .28] [-.10, .23] [.09, .40] [-.04, .29] [.01, .33] [.16, .46]

Note. We use M and SD to represent mean and standard deviation, respectively.
Values in square brackets indicate the 95% confidence interval. The confidence
interval is a plausible range of population correlations that could have caused
the sample correlation (Cumming, 2014). * indicates p < .05. ** indicates p <
.01.

Besides we found that individuals who evaluate filter bubbles as a problem
like and click more different pages to force diversity (r(140) = 0.27, p = .001). We
did not find further correlations for the awareness of filter bubbles and avoidance
strategies against filter bubbles.

Furthermore, our study showed some correlations between the Big Five factors
and avoidance strategies (see Table 5).

5 Discussion

Our results revealed, that Facebook users know for the most part that filter
bubbles exist, but still do little against them. This makes it clear that in today’s
digital age it is important not only to inform users about the existence of filter
bubbles, but also about various possible strategies for dealing with them.

With the queried avoidance strategies the participants favoured to delete
the browser history or to unsubscribe friends/page. Both variants require less
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Table 3. Linear model of some predictors for the dependent variable
active action against filter bubbles

B SE B β p

step 1
constant 1.59 [.97, 2.21] .313 p < .001
already heard of filter bubbles: .29 [.16, .43] .068 .341 p < .001

step 2
constant .91 [.23, 1.59] .345 p = .009
already heard of filter bubbles: .278 [.15, .41] .066 .325 p < .001
Facebook to express opinion: .513 [.25, .77] .131 .296 p < .001

step 3
constant -.04 [-.98, .91] .476 p = .939
already heard of filter bubbles: .23 [.10, .36] .066 .267 p < .001
Facebook to express opinion: .46 [.20, .72] .129 .265 p < .001
filter bubble is a problem .284 [.08, .48] .101 .218 p = .006

Note. R2 = .11 for step 1; R2 = .19 for step 2 (ps < .001); R2 =
.23 for step 3 (p = .006); 95% confidence intervals are indicated

Table 4. Correlation results for the Facebook Usage motives and avoidance
strategies against filter bubbles

Variables Correlation results

stay in touch with friends & clear browser history r(140) = 0.18, p = .030
find new friends & clear browser history r(140) = 0.17, p = .047
find new friends & subscribe to pages/friends r(140) = 0.17, p = .043
professional purposes & enforce diversity r(140) = 0.26, p = .002
inform myself & enforce diversity r(140) = 0.20, p = .019
express opinion & enforce diversity r(140) = 0.20, p = .019

Table 5. Correlation results for the Big Five factors and avoidance
strategies

Variables Correlation results

extraversion & subscribe to pages/friends r(140) = −0.28, < .001
conscientiousness & clear browser history r(140) = 0.20, p = .020
openness & clear browser history r(140) = −0.17, p = .049
openness & use incognito-function r(140) = −0.20, p = .020
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active effort than the other proposed strategies. For example, it is conceivable
that individuals would simply subscribe to friends when they notice that they
frequently publish content that is perceived as uninteresting or perhaps even
inappropriate. For example, to mark more different pages with like would require
more personal effort.

However, if individuals do claim to take action against filter bubbles, this
is favoured by three aspects in particular. Not surprisingly, our study showed
that the fact that someone has heard of filter bubbles affects whether someone
claims to be active against filter bubbles. Also, it seems plausible that people
who consider filter bubbles a problem would be more likely to become active.
More interestingly, people who use Facebook to spread their opinions are more
likely to say they are taking action against filter bubbles. This could be because
they want to use the platform to spread their opinions, reach as many people
as possible and not just the people in a filter bubble or their own. Perhaps
they see the advantage of user-generated content and that they themselves can
contribute something to opinion-forming. This would certainly be desirable for
a strengthening of democracy and unrestricted opinion-forming. However, the
group of those who say they want to spread their opinions on Facebook is a very
small group in our sample.

Despite the fact that many participants consider filter bubbles to be problem-
atic and almost no one denies the existence of filter bubbles. Participants did
not report as much active action against filter bubbles. It is possible that some
people may not feel affected or may not know how to fight against filter bubbles.
In addition, some people may not feel the effects of filter bubbles as particularly
negative and therefore do not see any need for action.

While some scientists, like Pariser (2011), suggest that users should take
action against filter bubbles by, for example, liking different pages, deleting web
history, deleting cookies and so on, other scientists (see e.g. [11]) believe that
algorithms are not only negative, but can also provide users with a broader view
of the world. Perhaps, therefore, it is not necessary to take action against filter
bubbles, but rather to try to teach the users of social networks how to deal with
personalization algorithms and possible filter bubbles. Thus, the positive aspects
of recommender systems could increasingly come to the fore. Users could include
algorithms in their searches and benefit from them, but at the same time be
aware that the information received is pre-filtered.

Online-platforms such as Facebook often argue that they are not a news
platform [11], but according to some studies such platforms are being used more
and more to spread different opinions. Mitchell et al. (2014) found in their study
that almost half (48%) of the 10,000 panelists consumed news about politics and
government on Facebook at least once a week [42]. Further studies showed that
the use of social media for political news distribution has increased even more
and continues to increase [11]. Facebook must therefore also be seen as a medium
that contributes to opinion-forming. This means that it is important for people
to learn how to deal with opinion contributions on social networks and how to
deal with filter bubbles or use algorithms in a targeted way.
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5.1 Limitations and Future Work

We used convenience sampling for our study, but the results must be considered
against the background that the sample is very young and well educated, so that
it can be assumed that the knowledge about filter bubbles in our sample is higher
than in the total population. The results should therefore be reviewed against a
more heterogeneous sample. Nevertheless, pure knowledge about filter bubbles
does not seem to lead people to take action against them thus solving the arising
problems of misinformation and opinion manipulation in social networks.

In addition, we asked the participants if they would take action against
filter bubbles. So the results show whether the participants could imagine using
avoidance strategies in principle, but not whether they would actually do so.
Therefore we try to find a better way in future studies to see if any avoidance
strategies are used.

Also with regard to the question of whether filter bubbles are considered
problematic, it is conceivable that the test persons have largely agreed in the
sense of social desirability bias, as we have asked them to do so. We cannot
therefore be sure whether they really regard filter bubbles as a problem. Although
many participants indicated that filter bubbles were problematic for them, far
fewer indicated that they would use avoidance strategies. So in the future it
would also be interesting to find out why people do not want to take action
against filter bubbles. It is conceivable that they see no reason for this, either
because they are not so critical about filter bubbles or because they believe that
they themselves are not affected. It is also possible that the strategies are too
complex or time-consuming.

6 Conclusion

With this paper we showed that the most people, at least in our sample, have
already heard about the phenomenon of the filter bubble. Nevertheless, the
readiness for avoidance strategies is low. Besides we showed that the reasons why
Facebook is used and the awareness of the filter bubble ensures that individuals
are more likely to take action against filter bubbles, whereas the personality (here
Big Five) has no effect on predicting it.
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